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This paper deals with a supervised classification method, using Galois Lattices based on a
navigation-based strategy. Coming from the field of data mining techniques, most literature on
the subject using Galois lattices relies on selection-based strategies, which consists of selecting/
choosing the concepts which encode the most relevant information from the huge amount of
available data. Generally, the classification step is then processed by a classical classifier such as
the k-nearest neighbors rule or the Bayesian classifier. Opposed to these selection-based strat-
egies are navigation-based approaches which perform the classification stage by navigating
through the complete lattice (similar to the navigation in a classification tree), without applying
any selection operation. Our approach, named Navigala, proposes an original navigation-based
approach for supervised classification, applied in the context of noisy symbol recognition. Based
on a state of the art dealing with Galois Lattices classification based methods, including a
comparison between possible selection and navigation strategies, this paper proposes a
description of NAVIGALA and its implementation in the context of symbol recognition. Some
objective quantitative and qualitative evaluations of the approach are proposed, in order to
highlight the relevance of the method.
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1. Introduction

Galois lattices (or concept lattices) were first introduced in a formal way in the graph
and ordered structures theory. Later, it was developed in the field of Formal
Concept Analysis (FCA) for data analysis and classification. The concept lattice
structure, based on the notion of concept, enables data description while preserving
its diversity.

Galois lattice is a graph with a structure similar to that of a tree. It provides a
representation of all the possible correspondences between a set of objects (or
examples) O and a set of attributes (or features) I. Whereas in decision trees the path
from the root to a given leaf is unique, in Galois lattices there are multiple paths from
the maximal boundary to a given terminal concept. The technological improvements of the last decades enable the use of these structures for data mining problems though they are exponential in space/time (worst case). It has to be noted that in practice, in most cases, the size of the lattice remains reasonable. Recent studies realized by Mephu Nguifo et al.\textsuperscript{22,20} provide a comprehensive review of some of the state-of-the-art classification approaches based on concept lattices, which are generally based on a selection of the most pertinent concepts in the lattice. This review shows that these methods are able to catch up with (and sometimes even outperform) more classical approaches such as decision trees. Multiple approaches have been proposed so far, confirming the relevance of using a Galois lattice for a classification task. Among these approaches, we can mention LEGAL and LEGAL-E,\textsuperscript{19} Galois,\textsuperscript{7} Zenou and Samuelides',\textsuperscript{28} GRAND\textsuperscript{25} and RULEARNER\textsuperscript{27} which are based on a selection of the concepts directly, the CIBLE approach\textsuperscript{21} which is based on object filtering and the CLNN and CLNB methods\textsuperscript{34} where contextual rules are used.

The first objective of this paper is to introduce an original supervised classification method that does not rely on a selection step, named Navigala. Indeed, differing from the state-of-the-art approaches, Navigala relies on navigation through the lattice. The second objective of this paper is to compare Navigala (both formally and experimentally) to several other classification methods based on the Galois lattice. Navigala has been developed in the field of content-based graphical documents indexing; it is dedicated to noisy symbol recognition. These symbols, which are issued from digitized paper documents such as architectural or electrical plans, are most often noisy. In the proposed scheme, each symbol image is represented by a feature vector (signature), which may be statistical, structural or hybrid. The signatures are discretized to obtain discrete attributes and then classified using the Galois lattice.

This paper is organized as follows. In Sec. 2, we describe the Galois lattice structure and its properties and provide a review of the state-of-the-art classification approaches based on a Galois lattice. In Sec. 3, we present our navigation-based approach named Navigala. Then, Sec. 4 proposes various experimental results assessing the effectiveness of the proposed approach and an experimental comparative study towards selection-oriented approaches and decision trees. The conclusion and future works are presented in Sec. 5.

2. Description of a Galois Lattice

2.1. Definition

The concept lattice is a particular graph defined and generated from a relation $R$ between objects $O$ and attributes $I$. This graph is composed of a set of concepts ordered by a relation verifying the properties of a lattice, i.e. an order relation (transitive, reflexive and antisymmetric relation) such that, for each pair of concepts in the graph, there exists both a lower bound and an upper bound.
We associate to a set of objects \( A \subseteq O \) the set \( f(A) \) of attributes in relation \( R \) with the objects of \( A \):

\[
f(A) = \{ x \in I \mid pRx \forall p \in A \}
\]

Dually, to a set of attributes \( B \subseteq I \), we define the set \( g(B) \) of objects in relation with the attributes of \( B \):

\[
g(B) = \{ p \in O \mid pRx \forall x \in B \}
\]

These two functions \( f \) and \( g \) defined between objects and attributes form a \textit{Galois correspondence}. The relations between the set of objects and the set of attributes are described by a \textit{formal context}. A formal context \( C \) is a triplet \( C = (O, I, R) \) (or \( C = (O, I, (f, g)) \)) represented by a table. Table 1 gives an example of a formal context composed of a set of ten objects described by six attributes \((a_1, a_2, b_1, b_2, c_1, c_2)\). Additional information (class, feature and interval) is given in italics; for more details about this additional information please refer to Sec. 3.1.

A \textit{formal concept} represents maximal objects-attributes correspondences (following relation \( R \)) by a pair \((A, B)\) with \( A \subseteq O \) and \( B \subseteq I \), which verifies \( f(A) = B \) and \( g(B) = A \). The whole set of formal concepts thus corresponds to all the possible maximal correspondences between a set of objects \( O \) and a set of attributes \( I \).

Two formal concepts \((A_1, B_1)\) and \((A_2, B_2)\) are in relation in the lattice when they verify the following inclusion property:

\[
(A_1, B_1) \leq (A_2, B_2) \iff A_2 \subseteq A_1 \quad \text{(equivalent to)} \quad B_1 \subseteq B_2
\]

The whole set of formal concepts fitted out by the order relation \( \leq \) is called \textit{concept lattice} or \textit{Galois lattice} because it verifies the lattice property: the relation \( \leq \)
is clearly an order relation, and for each pair of concepts \((A_1, B_1)\) and \((A_2, B_2)\), there exists a greatest lower bound (resp. a least upper bound) called meet (resp. join) denoted \((A_1, B_1) \land (A_2, B_2)\) (resp. \((A_1, B_1) \lor (A_2, B_2)\)) defined by:

\[
(A_1, B_1) \land (A_2, B_2) = (g(B_1 \cap B_2), (B_1 \cap B_2)) \tag{1}
\]

\[
(A_1, B_1) \lor (A_2, B_2) = ((A_1 \cap A_2), f(A_1 \cap A_2)) \tag{2}
\]

Therefore, a lattice contains a minimum (resp. maximum) element according to the relation \(\leq\) called the bottom (resp. top) of the lattice, and denoted \(\bot = (O, f(O))\) (resp. \(\top = (g(I), I)\).) The Hasse diagram of a graph\(^3\) is the suppression on the graph of both transitivity and reflexivity edges.

Figure 1 shows an example of concept lattice (represented by its Hasse diagram) built from the formal context in Table 1. For more information, the reader can refer to Ref. 33.

### 2.2. Generation algorithms

Numerous generation algorithms for concept lattices have been proposed in the literature.\(^5,7,12,15,23,24,29,32\) Although all these algorithms generate the same lattice, they propose different strategies. Some of these algorithms are incremental.\(^7,15,23\) Ganter’s NextClosure\(^12\) is the reference algorithm that determines the concepts in lexical order (next, the concepts may be ordered by \(\leq\) to form the concept lattice) while Bordat’s algorithm\(^5\) is the first algorithm that computes directly the Hasse diagram of the lattice. Recent work\(^14\) proposed a generic algorithm unifying the existing algorithms in a unique framework, which facilitates the comparison of these algorithms. A formal and experimental comparative study of the different algorithms has been published.\(^18\)
All of these proposed algorithms have a polynomial complexity with respect to the number of concepts (at best quadratic in Ref. 24). The complexity is therefore determined by the size of the lattice, this size being bounded by \(2^{O(I)}\) in the worst case and by \(O + I\) in the best case. Studies on average complexity are difficult to perform because the size of the concept lattice depends both on the dimensionality of the data to classify and on their organization and diversity. However, in practice, the size of the Galois lattice generally remains reasonable, as shown in various experiments\(^{20,22}\).

In Ref. 1, we introduced an extension of Bordat’s algorithm, which has the advantage of enabling on-demand concept generation. With this algorithm, only the small portion of the lattice that is necessary for our particular classification task is constructed during the recognition stage. This leads to a drastic decrease in the complexity of the generation algorithm, as shown in Sec. 4.2.2, and is useful in many contexts where incrementality is needed, or where the learning set is different from the gallery. In the latter case, we can imagine a system where discretization is performed offline using a generic learning set, and then the set of symbols to recognize (gallery) is given online to the system during the recognition stage. For instance, we can imagine a generic symbol recognizer which has to be specialized online to a given set of symbols (architectural symbols, road-signs...), the specialization including the generation of the Galois lattice using the objects in the gallery and the attributes obtained after discretization (performed using the learning set), and the recognition of the query symbols itself.

### 2.3. Application to data mining

As most classification methods, both the selection-based and navigation-based approaches rely on the three following stages: data preparation, learning and classification itself, which are detailed in the following parts of this section.

#### 2.3.1. Data preparation

The first step is feature extraction. In the context of graphic objects recognition, many different primitives may be extracted. The Galois lattice is defined only for primitives that can be organized using formal contexts, i.e. for discrete data.

Continuous-valued primitives must therefore be partitioned into a finite set of disjoint intervals (called attributes) which are referred to by using codes. This procedure is commonly called discretization. Discretization methods may be classified according to three criteria\(^{11}\):

- **supervised/unsupervised:** while unsupervised discretization techniques only use similarity between objects, supervised discretization methods also take into account the classes of the objects;
- **global/local:** the data space may be partitioned into intervals before the construction of the classifier (global discretization), or as the construction of the classifier goes along (local discretization);
• **mono dimensional/multidimensional**: while mono dimensional discretization processes each primitive independently from the others, multidimensional discretization simultaneously uses all the primitives to partition the data space into intervals. The main advantage of the latter technique is that it is capable of taking into account the interactions between primitives. However, mono dimensional discretization methods are the most widely used.

An experimental comparison of the effectiveness of various discretization techniques for classification is provided in Ref. 11. The experimental results show that supervised discretization techniques slightly outperform unsupervised discretization methods for a classification task.

Each of the global and local discretization methods has its own advantages and drawbacks. While local discretization has the advantage of taking into account the interactions between primitives, global techniques are more efficient because they process a feature space with lower dimensionality. The experimental comparisons provided in Refs. 11 and 26 do not settle the question of which strategy is the best for all circumstances; the choice of the technique is strongly related to the objective.

Depending on the application, the primitives may be continuous-valued and/or discrete so the discretization stage is not described for every method in the literature. In particular, the choice of the discretization strategy is not specified for the selection-based approaches described in Sec. 1. The discretization method we propose for the Navigala approach is detailed in Sec. 3.1.

### 2.3.2. Learning

During the learning stage, the Galois lattice will be constructed as a classifier from the set of discrete (or discretized) training data. For Galois lattice-based classification, the learning stage is *supervised* and therefore the training data consists of training objects primitives labeled by their associated classes (desired outputs). Preliminary to the training stage, we consider that the training data has been prepared (i.e. continuous-valued primitives have been discretized). The different steps that are carried out during the learning stage depend on the type of classification method.

For selection-based classification strategies, the learning stage includes three steps:

• The *lattice generation* step and, possibly, a pruning step. Different generation algorithms are described in Sec. 2.2;

• The *selection* step. The objective is to reduce the learning space using different relevance criteria, such as the occurrence frequencies of the different attributes. The selection step may lead to filtering out concepts, objects, and/or contextual rules;

• Possibly the classifier’s learning stage (e.g. the extraction of classification rules for the GRAND and RULEARNER methods).
The learning stage of navigation-based classification methods, detailed in Sec. 3.2, only involves two steps:

- The *lattice generation* step;
- The *labeling* step: the nodes which are pure enough are labeled with their corresponding class.

We can note that the lattice generation step may lead to a high complexity (exponential complexity in the worst case). That drawback is counterbalanced by the fact that the learning stage is offline and can be carried out before classification itself in most applications. In some applications where the learning step cannot be performed offline (for examples see Sec. 2.2), on-demand generation may be used (see Sec. 3.3.2). Changes in the training set generally lead to a new learning stage, even though some incremental solutions exist (see Sec. 2.2).

### 2.3.3. Classification

Once the classifier has been built from the training data, one can classify new samples. The aim is to classify these new elements on the basis of their description (primitives values). Differing from the learning stage which is generally performed offline, the classification stage is generally performed online.

Selection-based methods rely on classical classifiers such as the k-nearest neighbors or Bayesian classifiers.

Conversely, in navigation-based approaches, classification is based on the use of the whole Galois lattice. This step is of very low complexity (for more information about the computational times please refer to Sec. 4.2.2). Each object to be recognized (denoted by \( p \in A \)) progresses through the lattice from \( \bot \) to \( T \) (see Sec. 2.1), moving from a formal concept to one of its successors (connected by an edge), until it reaches a labeled concept. At each concept \( C_i = (A_i, B_i) \), the choice of the following concept \( C_{i+1} = (A_{i+1}, B_{i+1}) \) is made among its direct successors according to the set of attributes \( x \in I \) where \( pRx \) and \( x \in C_{i+1} \setminus C_i \). We must note that at each step, the choice of the successor concept is unique thanks to the inclusion property (see Sec. 2.1).

### 2.4. Comparison with a classification tree

At this point, the reader could naturally question the links between the decision tree and the Galois lattice. Indeed the navigation step is quite similar to the one proposed with a decision tree. The main difference lies in the existence of multiple paths to reach a given concept in the lattice, contrary to the decision tree where there is a unique path to reach a given node. This property confers flexibility to the recognition process using a lattice and therefore noise robustness is increased. Experiments (see Sec. 4.2.1) have shown that the navigation-based approach Navigala provides better recognition rates than decision trees in a context of noisy symbols recognition.
Moreover, we have recently shown the existence of structural links (inclusion and fusion) between a particular type of concept lattices and decision trees. For more details please refer to Ref. 2.

3. Description of the Proposed Approach: Navigala

We have developed a recognition system named Navigala (NAVIGATION into GAlois LAttice), where classification is navigation-based. This method is fitted to recognize noisy graphical objects and especially symbol images. Such symbols appear in technical documents such as architectural plans or electrical diagrams. The possible origins of the noise are paper deterioration (stains, blotting out), scanning artefacts or vectorial distortions in the context of handwritten symbols (for examples of noisy symbols see Fig. 5).

Graphic objects may be described by various types of primitives. As statistical features describe the spatial distributions of the pixel values of the symbol, structural primitives describe the spatial or topological relations between certain subpatterns extracted from the symbol images. In the following, the primitive vector of each symbol is called the signature of this symbol.

Navigala is a supervised classification approach, whereas the discretization stage can be performed by using either a supervised or unsupervised criterion. In this section, we will describe the three steps of Navigala: data preparation, learning and classification. We will also provide a comparison of Navigala with the existing classification methods based on the use of a Galois lattice and mentioned in Sec. 1.

3.1. Data preparation

Firstly, several signatures are extracted from the symbol images: statistical signatures (Fourier–Mellin invariants, Radon transform-based Radon transform, Zernike moments), and a structural signature named flexible structural signature.

As presented in Sec. 2.3.1, the continuous valued primitives must be discretized in a preprocessing stage. Let us consider that the dataset is represented by an array of data where each row corresponds to the feature vector of one symbol image and every column corresponds to the (continuous) values of a given primitive \( f_i \) in the feature vector. The objective of the discretization stage is to obtain a formal context (as illustrated in Table 1) where each column (attribute) corresponds to an interval that separates the images corresponding to different classes (symbols). For example, in Table 1, the images of the first two symbols (classes 1 and 2) differ following the values of their second feature \( f_2 \): while for the images of the first symbol \( f_2 \in [0, 4] \), the images of the second symbol verify \( f_2 \in [12, 20] \).

Discretization is performed as follows. Initially, we consider that every column \( f_i \) in the data array is described by one interval \( V_i \), the lower and upper bounds of which are respectively the minimum and maximum values in the corresponding column. At each iterative step of the discretization process, a criterion selects both the primitive
to split into intervals and the optimal cutting point. At iteration $t$, let $x \in I$ be a primitive interval, where $V_x = (v_1, \ldots, v_n)$ are the values of $x$ observed in the training set and sorted by ascending order. The interval will be cut between the values $v_j$ and $v_{j+1}$, where $v_j$ maximizes a given “cutting” criterion $C(v_j)$. Numerous cutting criteria can be proposed; these criteria may be supervised or unsupervised, global or local and multidimensional or monodimensional (see Sec. 2.3.1). The supervised, global and monodimensional criteria are among the most widely used. We experimented three global and monodimensional criteria (see Eqs. (3)–(5)): maximal distance, entropy and Hotelling’s coefficient.\(^\text{17}\) While maximal distance is an unsupervised criterion that aims at maximizing the gap between two consecutive values, entropy and Hotelling’s coefficient are two supervised criteria which respectively minimize the degree of mixture of the classes and jointly maximize the scatter between classes while minimizing the within-class scatter.

- maximal distance:
  \[C_{MD}(v_j) = v_{j+1} - v_j\]  

- entropy:
  \[C_E(v_j) = E(V_x) - \left( \frac{j}{n} E(v_1, \ldots, v_j) + \frac{n-j}{n} E(v_{j+1}, \ldots, v_n) \right)\]  

with $E(V) = -\sum_{k=1}^{c(V)} \frac{n_k}{n} \log_2 \left( \frac{n_k}{n} \right)$, where $n$ and $c(V)$ are respectively the number of images and the set of classes (symbols) corresponding to the values belonging to interval $V$ (in the training set). $n_k$ is the number of images, among the $n$ images with values in $V$, which belong to class $k$.

- Hotelling’s coefficient:
  \[C_H(v_j) = H(V_x) - \left( \frac{j}{n} H(v_1, \ldots, v_j) + \frac{n-j}{n} H(v_{j+1}, \ldots, v_n) \right)\]  

where $H(V) = \frac{\sigma_B(V)}{\sigma_W(V)}$. With $\sigma_B(V) = \frac{1}{n} \sum_{k=1}^{c(V)} n_k (g_k - g)^2$ is the between-class variance and $\sigma_W(V) = \frac{1}{n} \sum_{k=1}^{c(V)} n_k (\sum_{i=1}^{n_k} (v_{k_i} - g_k)^2)$ the within-class variance, where $g = \frac{1}{n} \sum_{j=1}^{n} v_j$ is the mean of the values belonging to $V$, $v_{k_i}$ is the $i$th value in $V$ corresponding to class $k$ and $g_k = \frac{1}{n_k} \sum_{i=1}^{n_k} v_{k_i}$ is the mean of the values of images from class $k$ and belonging to $V$.

The discretization process is iterated until a stopping criterion is met. In Navigala, the stopping criterion is class separation, which is met when each set of images sharing the same attributes is classified into one given class. In some cases where class separation cannot be achieved, we stop the discretization process when Hotelling’s cutting criterion is less than a certain predefined threshold.

In Navigala, the obtained intervals are then extended as fuzzy intervals, to be more robust towards noise. During the classification stage, each query symbol image
will be considered as corresponding to its set of nearest fuzzy intervals in the feature space.

The distance \( d(f_i, V) \) between the value \( f_i \) of the \( i \)th element in the query signature and an interval \( V \) obtained from the discretization of \( f_i \) can be expressed as:

\[
    d(S, V) = d(f_i, V) = 1 - \mu(f_i, V)
\]

where \( \mu(f_i, V) \) is the membership functional that specifies the level of membership of \( f_i \in V \).

We propose the extension of an initial interval \([b, c]\) to a fuzzy number (described by a trapeze \([a, b, c, d]\) with \([a, d]\) as support and \([b, c]\) as kernel, see Fig. 2) by taking into account both the closest intervals and the objects distribution in the interval:

\[
    a = b - \theta \times \min(d_{V^-}, d(g, c))
\]

\[
    d = c + \theta \times \min(d_{V^+}, d(b, g))
\]

where \( d_{V^-} \) (resp. \( d_{V^+} \)) is the distance with the closest previous interval (resp. closest next interval); \( g \) is the gravity center of the values in the initial interval \([b, c]\) and \( \theta \) is a fuzzy parameter. Distances \( d_{V^-} \) and \( d_{V^+} \) are necessarily positive since intervals are disjoints. Each interval has at least one neighbor interval since undiscretized primitives are not selected. In the special case where the current interval has only one neighbor, we replicate that distance so as to obtain a symmetrical fuzzy interval.

### 3.2. Learning

The discretized data (issued from the data preparation stage) will then be used as a training set for the Galois lattice construction. Our algorithm\(^1\) is an extension of Bordat’s algorithm\(^5\) which computes directly the Hasse diagram of the lattice (see Sec. 2.2). Indeed, during the classification, we use the successor relation to navigate through the graph, so we have to compute the successors of a given concept starting with the bottom concept.

Once the Hasse diagram of the discretized data is computed, we can label its concepts by using the classes in the training set. The terminal concepts (direct successors of the minimal boundary, located at the bottom of the Galois lattice) are labeled by using the formal context used for its generation (for an example of a formal context see Table 1). To each terminal concept, we associate the class that is most frequently associated to its objects (symbol images) in the training set. The labels associated to the terminal concepts will be used during the classification stage.
3.3. Classification

3.3.1. Navigation

New symbols can be classified by using the Hasse diagram of the Galois lattice. Classification is performed by using the feature vector of the query symbol and navigating through the graph, from the minimum concept $\bot$ until a terminal (labeled) concept is reached. At each step of this navigation stage, the nearest fuzzy interval is selected (according to a fuzzy distance and a choice criterion). Intuitively, during the progression of a query image, the description of the query object is refined, until it is considered similar enough to a given set of objects belonging to the same terminal concept. When the query symbol reaches a terminal concept, it is labeled with the corresponding class.

More formally, at each step, given the current concept $(A, B)$, one of its direct successors $(A_1, B_1), \ldots, (A_m, B_m)$ in the lattice is selected by validating one (or more) fuzzy intervals. Each set of attributes $B_i$ corresponds to a set of intervals containing the set of intervals $B$: $B \subset B_i \forall i = \{1, \ldots, m\}$, because the concept $(A_i, B_i)$ is a successor of the concept $(A, B)$ in the lattice. At the current concept $(A, B)$, all the intervals in the interval set $B$ have been validated. Let us isolate, for each successor concept $(A_i, B_i)$, the set of intervals $\tilde{B}_i$ that are candidates for validation (the set of intervals that have not been previously validated in $(A, B)$):

$$\tilde{B}_i = B_i - B$$

Let us further denote by $\tilde{B}$ the family of sets of intervals which are candidates for validation:

$$\tilde{B} = \bigcup_{i=1}^{m} \tilde{B}_i$$

The navigation elementary step therefore consists in selecting a set of intervals $\tilde{B}_i$ among the family of candidate interval sets $\tilde{B}$. This selection is performed according to a choice criterion defined using a fuzzy distance $d(S, \tilde{B}_i)$ between the signature $S$ of the query object and the candidate sets of intervals $\tilde{B}_i$, for every candidate successor concept $(A_i, B_i)$.

We have to define a choice criterion to select, among the candidate sets of intervals $\tilde{B} = \bigcup_{i=1}^{m} \tilde{B}_i$ (corresponding to the successors of the current concept), the set of intervals $\tilde{B}_i$ that best correspond to the signature $S$ of the query object. The choice criterion relies on the use of the fuzzy distances $d(S, \tilde{B}_i)_{i=1,\ldots,m}$ between the signature $S$ and the candidate sets of intervals $\tilde{B}_i$. Several choice criteria are possible, hereafter is a (nonexhaustive) list of these criteria:

1. Choosing $i$ where the sum of the distances between the signature $S$ and the intervals $V$ constituting the set of intervals $\tilde{B}_i$ is minimum. More formally,

$$i = \text{Argmin}_{i=1,\ldots,m} (\Sigma_{V \in \tilde{B}_i} d(S, V))$$
Choosing $i$ where the set of intervals $\tilde{B}_i$ contains the maximum number of intervals among the $k$ nearest intervals from the signature $S$ (according to the fuzzy distance measure $d$). More formally,

$$i = \underset{i = 1, \ldots, m}{\text{Argmax}} |\tilde{B}_i \bigcap \{V^{(1)}, \ldots, V^{(k)}\}|$$

where the $V^{(j)}$ are the intervals in $\tilde{B}$, sorted by descending order following the distance $d(S, V)$ and $k$ is a parameter of the choice criterion.

Choosing $i$ where the set of intervals $\tilde{B}_i$ contains the maximal number of intervals located at a distance inferior to the threshold $c$ for the given query signature $S$. More formally,

$$i = \underset{i = 1, \ldots, m}{\text{Argmax}} |\{V \in \tilde{B}_i \text{ such that } d(S, V) \leq c\}|$$

We can note that the first criterion, defined globally on all the intervals contained in $\tilde{B}_i$, has the drawback of "swallowing up" the noise. The second criterion relies on the principle of the $k$-nearest neighbor rule. We can also note that the third criterion is a particular case of the second criterion. All of these proposed criteria being local for each $i = 1, \ldots, m$, one can define more sophisticated criteria in order to benefit from the advantages of the different alternatives. In our case, we chose to use a combination of these criteria, which consists in:

- Applying criterion (3) with $c = 0$, which is equivalent to defining, for every interval $V$ in $\tilde{B}_i$, a rectangular fuzzy number whose support is defined by the boundaries of $V$.
- Then, in case of an ambiguity, we apply criterion (3) with $0 < c < 1$. The support of the fuzzy number is extended to the fuzzy boundaries of the fuzzy interval $V$ proportionally to its size.
- If the ambiguity remains, we apply criterion (1), which is equivalent to a symmetrical fuzzy number whose zero (center, gravity center or median) is the center of the interval.

### 3.3.2. On-demand concepts generation

The Galois lattice construction algorithm used for Navigala\textsuperscript{1} presents several advantages: it is quite easy to implement, and it enables an on-demand concepts generation of the Galois lattice: concepts are generated only when they are proposed for selection during the recognition process. This is interesting, especially in some applicative contexts where the graph cannot be constructed offline (examples of such applications are given in Sec. 2.2). Indeed, it avoids the construction of the whole graph, which can be of an exponential complexity in the worst case. Indeed, recognition is performed by exploring only a small region of the lattice. As shown in Sec. 4.2.2, it leads to a slight increase in the complexity of the classification step but it considerably reduces the complexity of the learning stage.

---

\textsuperscript{1} M. Visani, K. Bertet & J.-M. Ogier
3.3.3. Iterative classification

In the field of symbols classification, we also developed an iterative recognition system (see Ref. 16), which takes advantage of the complementarity of statistical and structural approaches. Indeed, this method can integrate several descriptions of various types for a more effective classification.

During navigation in the Galois lattice, in the case of uncertainty regarding the symbol to be recognized, it is possible to stop the progression and thus avoid certain classification errors. For example, let $C_1$ and $C_2$ be two successor concepts of the current concept $C$, where $C_1$ and $C_2$ contain objects of different classes whose descriptions are very similar to the query object. To avoid any doubt, the descriptions of the objects in $C_1$ and $C_2$ can be replaced by new descriptions issued from another type of feature extractor. In the iterative process, these new descriptions are then used to build a new Galois lattice especially designed to discriminate the objects from concepts $C_1$ and $C_2$ according to their classes.

3.4. Comparison with other Galois lattice-based methods

This section is dedicated to a comparison between selection-based methods and Navigala: a synthesis of the similarities and the differences between the various approaches is provided. For an experimental comparison see Sec. 4.3.

Figure 3 provides a comparison of the different classification methods based on a Galois lattice. Selection-based methods can be gathered depending on the elements used: concepts only, concepts and rules, concepts and prototypes or rules only. The Navigala approach is characterized by the use of the whole Galois lattice with an object classification by navigation.

Moreover, Table 2 proposes a comparison of the computational complexities of the construction stages of these different methods, and a synthesis of the experimental results obtained by the authors of those methods. In this table we have added the characteristics of Navigala. We can see that Navigala’s complexity is very low compared to other lattice-based methods, especially when our applicative context enables the use of on-demand generation. We can see that its experimental results are encouraging.

In the following, we discuss the behavior of these eight methods when classes are weakly represented, in the presence of noise, and when the number of classes is large.

3.4.1. Weakly represented classes

In most selection-based approaches, the learning stage is limited to the most represented objects (in the learning set). That is why, with LEGAL-E for example, some objects may not be recognized even though they are very similar to a learning sample (if this learning sample is not representative enough of the learning set to be learnt). The opposite of this is Navigala, where the whole learning set of objects is learnt without favoring the most represented, which enables us to be exhaustive. However,
Fig. 3. Comparison of some Galois lattice-based classifiers. The acronym NN stands for “Nearest Neighbor”, while NB stands for “Naive Bayes”.

Table 2. Synthesis of the properties of the classification methods based on lattices.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Construction Complexity</th>
<th>Experimental Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRAND</td>
<td>$O(2^l t^4)$ with $l$ the minimum between the number of examples and the number of attributes</td>
<td>Performances similar to Assistant, AQ15, AQR, Bayes and CN2</td>
</tr>
<tr>
<td>LEGAL</td>
<td>$O(|L| n (1 - a))$ with $</td>
<td>L</td>
</tr>
<tr>
<td>GALOIS</td>
<td>$O(3^m 2^{m n}) &lt; O(3^{2 m n})$ with $m$ the number of attributes and $n$ the number of examples</td>
<td>Performances similar to other methods in the literature</td>
</tr>
<tr>
<td>RULEARNER</td>
<td>idem GRAND</td>
<td>Performances similar to C4.5 and CN2, or even slightly better</td>
</tr>
<tr>
<td>CIBLE</td>
<td>$O(\min (n-1, m-1) h^{1+1} m^2) \ (\sup \text{-semi lattice construction}) \ + \ O(\min (n-1, m-1) h^{1+1}) \ (\text{threshold search})$</td>
<td>Better performances than IBi, K* and Pebls</td>
</tr>
<tr>
<td>CLNN and CLNB</td>
<td>$O(|L|</td>
<td>E</td>
</tr>
</tbody>
</table>
while selection-based methods enable outlier detection (and further suppression), Navigala cannot detect them and they will be integrated in the Galois lattice. Nonetheless, Navigala is designed to be robust enough to accommodate these outliers, as detailed in the following section.

3.4.2. Noise robustness

The navigation enables avoiding the influence of a noise carried on several attributes. Indeed, the attributes are successively validated, as opposed to selection-based approaches where the validation is given by an average. Moreover, the validation order of the attributes is modifiable depending on their robustness to noise. The most represented attributes are proposed at the beginning of the navigation within the lattice and the frequency decreases during the progression within the graph. Finally, the fuzzy distance measure softens the interval boundaries and absorbs the disturbances due to noise. Noise robustness is a problem for a selection-based approach: while LEGAL-E resists quite well to noise using the validity quasi-coherence criteria, the thresholds’ choice of validity and quasi-coherence can require considerable working time.¹⁹

3.4.3. Large number of classes

Some selection algorithms are not designed to manage a large number of classes. For instance, CIBLe has difficulties characterizing data containing a large number of classes especially with complex data.²¹ With navigation, it is possible to perform classification at different levels, using different signature types (using iterative classification, see Sec. 3.3.3) and therefore to discriminate between a higher number of classes.

4. Experimental Results

In this section, we present various experimental results. Firstly, we study the effects of variations in the parameters required for Navigala (for a symbol recognition task). Second, we provide a comparative study of Galois lattice selection-based methods and Navigala.

4.1. Setting the parameters of Navigala for symbol recognition

The main objective of this first experimental study is to tune the parameters of the proposed approach for a symbol recognition task. For experimentations, we use two
different symbols image databases: GREC 2003\textsuperscript{a} and GREC 2005 (Graphics RECognition).\textsuperscript{b} These databases were developed for international symbol recognition contests organized by the IAPR TC 10 committee.\textsuperscript{c}

Each database contains one model symbol image per class (where the model image does not contain any noise) and noisy versions of these model symbols. The noise mimics deteriorations generated when scanning or copying paper documents. GREC 2003 database contains 35,139 symbol images from 39 classes, with exactly 901 symbol images per class. Each class contains one model symbol and 900 noisy symbols (ten symbol images for each of the nine types of deterioration). GREC 2005 database contains 175 symbol images from 25 classes (one model symbol and a varying number of noisy symbols per class). The noisy symbols are distinguished among six types of deterioration. Figures 4 and 5 respectively show samples of model symbols and noisy symbols extracted from these two databases.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{images/symbol_images.png}
\caption{Ten examples of model symbols (without noise) from GREC 2003.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{images/noisy_symbols.png}
\caption{Six examples of noisy symbols of the GREC 2005 database.}
\end{figure}

\begin{itemize}
\item[a]www.cvc.uab.es/grec2003/SymRecContest/index.htm
\item[b]http://www.cs.cityu.edu.hk/grec2005
4.1.1. Cutting criterion

In this experiment, we choose to test the adequacy of the cutting criteria (maximal distance, entropy or Hotelling’s coefficient) to our recognition system (see Sec. 3.1).

To evaluate these criteria, we use a subset of the GREC 2003 database. Learning is performed by using only ten symbols per class and performance evaluation is made by using 90 noisy symbols per class. Figure 6 provides the recognition rates and Fig. 7 gives the size of the Galois lattice for each cutting criterion. The three statistical signatures presented in Sec. 3.1 are studied: Fourier–Mellin invariants, R-signature (Radon) and Zernike moments.

From these experimental results, we show that Hotelling’s coefficient almost always provides the best results, no matter which signature is used. Moreover, we can see that the size of the lattice can explode using the maximal distance criterion as shown in Fig. 7. For the sake of effectiveness and efficiency, we therefore chose to use Hotelling’s coefficient criterion.

Fig. 6. Recognition rates depending on the cutting criterion.

Fig. 7. Number of concepts in the Galois lattice depending on the cutting criterion.
4.1.2. Signatures comparison
In this subsection, we compare the effectiveness of certain statistical and structural signatures for our recognition system Navigala. We use a subset of the GREC 2003 database. The learning set is composed of eight classes (ten symbols per class) and performance characterization is performed by using a test set containing 90 noisy symbols per class. The recognition rates are presented in Fig. 8, and Galois lattice sizes in Fig. 9.

From these figures (and we can consider additionally Figs. 6 and 7) we can see that the R-signature (Radon) is the most interesting option both in terms of recognition rates and lattice size.

4.2. Performance characterization for symbol recognition
This section shows the results of different experiments.

![Fig. 8. Recognition rates depending on the signature.](image)

![Fig. 9. Number of concepts in the Galois lattice depending on the signature (obtained by using the Hotelling cutting criterion).](image)
Firstly, we compare the performances of Navigala and other standard classification approaches. Navigala is compared to a probabilistic classifier (Bayesian classifier), a statistical classifier (SVM) and a symbolic classifier (decision tree).

Secondly, we provide computational results when using on-demand generation algorithm.

4.2.1. Comparison with other standard classification approaches

In this subsection we show the results of two experiments where the performance of the proposed approach is compared to other standard classification approaches.

In the first experiment, we compare the recognition rates obtained using Navigala with those of the naive Bayesian classifier and a SVM classifier. We consider a dataset composed of symbol images from the two GREC databases: we use two sets of ten classes of symbols from the GREC 2003 database (named cl1-10 and cl11-20) and one set of 25 classes of symbols from the GREC 2005 database (named cl1-25), where the noise is stronger. The symbols are described by the statistical Radon signature (R-signature) composed of 50 values.

The classifiers are evaluated using cross-validation with varying sizes of the learning and test data: 5 blocks of 182 symbols from GREC 2003 (Test1), 10 blocks of 91 symbols from GREC 2003 (Test2), 26 blocks of 35 symbols from GREC 2003 (Test3), and 5 blocks of 35 symbols from GREC 2005 (Test4). The average recognition rates are given in Fig. 10.

While the naive Bayesian classifier is more effective than Navigala in the presence of only ten classes and of a limited noise (Test1 and Test2), Navigala outperforms the Bayesian classifier in more difficult situations where the number of images is increased (Test3) or where the noise is significant and the number of classes to be discriminated is increased (Test4). As a consequence, we can consider that our approach is more robust towards noise and towards an increase of the number of

![Fig. 10. Compared recognition rates of the four classifiers using cross-validation.](image)
classes than the Bayesian classifier. In the experiment Test4, our approach even outperforms the SVM classifier.

Furthermore we can note that, Navigala performs feature selection prior to classification (during the discretization stage) and only uses 6 to 15 of the 50 elements of the feature vectors whereas the other classifiers use all of the 50 elements. For these reasons, we can consider that these results are encouraging.

In the second experiment, we compare the performances of Navigala and decision trees. The experimental protocol is the following. We consider ten classes from GREC 2003 dataset (10 model symbols for learning and 900 noisy symbols for test). This data is prepared as presented in Sec. 3.1: the Radon signature is extracted from the images, and then the signatures are discretized by using the proposed discretization approach (based on the Hotelling coefficient). From the discretized training signatures we generate both the concept lattice (the Navigala classifier is then built) and the decision tree using CART algorithm.

The recognition rates we obtain are 57% for the decision tree versus 72% for the lattice. One of the main differences between a concept lattice and a decision tree is that in decision trees the path from the root to a given leaf is unique whereas in Galois lattices there are multiple paths from the maximal boundary to a given terminal concept (see Fig. 1). The improvement of the recognition rates when using the lattice shows that the existence of multiple paths gives the lattice better noise robustness.

In return, the size of the lattice is generally greater than the size of the decision tree. In our experiment, the number of discretization steps is 9 and the number of discretized intervals is 17. The number of concepts in the lattice is 70 against (only) 18 nodes for the decision tree. Thus, we can see that, when using the same discretized data, the size of the lattice is greater than the size of the decision tree. But this drawback may be counterbalanced by the possibility of generating the lattice on-demand.

4.2.2. On-demand generation

As presented in Sec. 3.3.2, the Galois lattice generation algorithm used for Navigala enables an on-demand concepts generation of the Galois lattice. Recognition is performed by exploring only a small region of the lattice. The experimental results presented in Table 3 show the processing times for the learning and classification steps when using a 1.83 GHz processor with 512 MB RAM. It also gives the number of generated concepts. The learning set is composed of 25 model symbols (one per

<table>
<thead>
<tr>
<th></th>
<th>Learning</th>
<th>Classification</th>
<th>Number of Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole lattice</td>
<td>430.2 sec</td>
<td>2 sec</td>
<td>3185</td>
</tr>
<tr>
<td>On-demand generation</td>
<td>0.5 sec</td>
<td>9.8 sec</td>
<td>282</td>
</tr>
</tbody>
</table>
each of the 25 classes) from GREC 2003. The test set is composed of 250 noisy symbols: ten symbols per class.

From this table we can see that the number of concepts generated on-demand (282) is significantly reduced compared to the construction of the whole lattice (3185), while the recognition (navigation) path is identical. Therefore, we can note that on-demand generation gives the same performances as offline generation of the lattice and reduces the size of the structure to be generated. Table 3 also shows that when using on-demand generation the computational cost of the generation step is partially moved from the learning stage to the classification stage (compared to offline generation). Nevertheless, the computational time is globally reduced while remaining reasonable.

4.3. Comparison with other Galois lattice-based methods

This section is dedicated to experimental comparisons between selection-based methods and Navigala on certain databases from the UCI Repository\textsuperscript{4}: Breast-cancer (BC), Iris (IR), Soybean-small (SS) and Zoo (ZO). Table 4 provides a description of these databases: number of records, number of continuous attributes, number of discrete attributes and number of classes to distinguish.

We consider experimental results available in the papers describing the methods: RULEARNER,\textsuperscript{27} CIBLE,\textsuperscript{21} CLNB — CLNN and C4.5Rules.\textsuperscript{34} This is why our experimentation results are not exhaustive. Table 5 gives the classification error rates obtained using cross-validation.

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of Objects</th>
<th>Continuous</th>
<th>Discrete</th>
<th>Number of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>699</td>
<td>9</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>IR</td>
<td>150</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>SS</td>
<td>47</td>
<td>0</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>ZO</td>
<td>101</td>
<td>1</td>
<td>15</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Database</th>
<th>Cross-Validation</th>
<th>Navigala</th>
<th>CIBLE\textsuperscript{21}</th>
<th>CLNB\textsuperscript{31}</th>
<th>CLNN\textsuperscript{34}</th>
<th>C4.5R\textsuperscript{34}</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>10 fold</td>
<td>5.4%</td>
<td>3.1%</td>
<td>3.4%</td>
<td>5.0%</td>
<td></td>
</tr>
<tr>
<td>IR</td>
<td>5 fold</td>
<td>5.5%</td>
<td>4.6%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>10 fold</td>
<td>7.4%</td>
<td>5.3%</td>
<td>5.3%</td>
<td>4.7%</td>
<td></td>
</tr>
<tr>
<td>ZO</td>
<td>5 fold</td>
<td>2.5%</td>
<td>8%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In general, Navigala provides classification error rates relatively close to those obtained by other classifiers. It has to be noted that Navigala catches up with and even outperforms the other methods when the number of classes is increased, as in the Soybean-Small and Zoo databases. Therefore, we can note that Navigala is somewhat generic, as it has been designed for a very specific task of symbol recognition using statistical (continuous) signatures, and can be successfully applied to other types of data.

5. Conclusion and Discussion

The two main contributions of this paper are: firstly, the introduction of a classification method named Navigala dedicated to noisy symbol recognition and its experimental assessment and secondly, a comparative study (both formal and experimental) of eight classification methods based on Galois lattices (including Navigala).

Contrary to most of the previously proposed approaches, which use the Galois lattice as a selection tool, Navigala classifies the symbols by navigating through the lattice. While most selection-based approaches are well-suited for data mining applications with little noise and a limited number of classes, Navigala is dedicated to a task of noisy symbol image recognition, where the number of classes may be huge. By using the whole lattice as a classifier, Navigala has the advantage of being exhaustive and proposing multiple paths to reach a given class-labeled concept, which makes Navigala more robust towards noise. It has to be noted that the inherent complexity is limited thanks to our on-demand generation algorithm.

We are now working on the structural links between Galois lattices and classification trees in order to propose a new classification method based on a Galois lattice with local discretization, similar to the discretization stage of decision trees.
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