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Abstract

Using variational methods we establish existence of nontrivial solutions for the following class of anisotropic critical problem

\[ \begin{cases} -\sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \frac{p_i-2}{|x|^2} \frac{\partial u}{\partial x_i} \right) = \lambda f(u) + g(u), & \text{in } \Omega \\ u \geq 0, & \text{in } \Omega \\ u = 0, & \text{on } \partial \Omega \end{cases} \]

where \( \Omega \) is a bounded domain with smooth boundary in \( \mathbb{R}^N \), \( \lambda \) is a positive parameter, \( g(u) \) behaves like \( |u|^{p^*}u \), \( p^* \) is the critical exponent for this class of problem and \( f \) is a continuous function verifying some adequate assumptions.
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1 Introduction

In this paper, we are interested in the existence of solutions to a class of anisotropic elliptic equations involving critical exponents. More precisely, we
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study the existence of nontrivial solutions for the following class of anisotropic critical problems

\[
(P_\lambda) \quad \begin{cases}
-\sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \left| \frac{\partial u}{\partial x_i} \right|^{p_i-2} \frac{\partial u}{\partial x_i} \right) = \lambda f(u) + g(u), & \text{in } \Omega \\
u \geq 0, & \text{in } \Omega \\
u = 0, & \text{on } \partial \Omega
\end{cases}
\]

where \( \Omega \) is a bounded domain with smooth boundary in \( \mathbb{R}^N \), \( \lambda \) is a positive parameter, the exponents \( p_i \) satisfy

\[ p_i > 1, \quad \sum_{i=1}^{N} \frac{1}{p_i} > 1. \]

The functions \( f \) and \( g \) are assumed to be continuous and satisfy some growth conditions which will be stated below.

This work is motivated by the recent results by Fragala \textit{et al.} [4] and by the first author and Rakotoson [3, 2]. Indeed, In [4], the authors have considered the same anisotropic differential operator as in \((P_\lambda)\) and established existence and regularity results in the \textit{subcritical} case. Also, nonexistence results, based on a modification of the \textit{starsharpness} of domains, are showed.

In [3], the authors have given a generalization of the well-known concentration-compactness principle of Lions [5] in the anisotropic case. Using this new concentration-compactness principle, they showed that a certain critical best Sobolev constant is achieved. In [2], the authors considered a perturbed critical anisotropic problem and showed some existence and regularity results in the whole space.

In the present work, we consider a more general class of problems \((P_\lambda)\) in the case of bounded domains in \( \mathbb{R}^N \). Two types of growth conditions on the function \( f \) are considered here, the sublinear and the superlinear growth conditions.

Let us notice here that only few results dealing with critical anisotropic problems can be found in the literature.
The natural functional framework of Problem \((P_\lambda)\) is the anisotropic Sobolev spaces theory developed by [6, 12, 7, 8, 11]. Then, let \(W_0^{1,p}(\Omega)\) be the completion of the space \(\mathcal{D}(\Omega)\) with respect to the norm \(\|u\|_{1,p} := \sum_{i=1}^{N} \left\| \frac{\partial u}{\partial x_i} \right\|_{p_i}^{p_i}\).

It is well known that \((W_0^{1,p}(\Omega), \| \cdot \|_{1,p})\) is a reflexive Banach space which is continuously embedded in \(L^{p^*}(\Omega)\), where \(p^*\) is defined by

\[
p^* = \frac{N}{\sum_{i=1}^{N} \frac{1}{p_i} - 1}.
\]

In what follows, we will assume that

\[
\max\{p_1, p_2, \ldots, p_N\} < p^*.
\]

Under this condition, the exponent \(p^*\) is the effective critical exponent for the anisotropic differential operator defined in \((P_\lambda)\), we refer the reader to [4] for more details about the anisotropic critical exponent.

The following notations will be adopted in the sequel:

\[
p_\text{--} = \min\{p_1, p_2, \ldots, p_N\}, \quad p_\text{+} = \max\{p_1, p_2, \ldots, p_N\} \quad \text{and} \quad \bar{p} = (p_1, p_2, \ldots, p_N).
\]

Also, \(\| \cdot \|_{p_i}\) will denote the usual Lebesgue norm in \(L^{p_i}(\mathbb{R}^N)\).

In the first result, we assume that \(f\) and \(g\) satisfy the following hypotheses:

\((f_1)\) There exist positive constants \(C_1, C_2 > 0\) and \(q \in (0, p_\text{--})\) such that

\[
C_1 t^{q-1} \leq f(t) \leq C_2 t^{q-1}, \quad \forall t \geq 0.
\]

\((g_1)\) There exists \(C_3 > 0\) such that \(|g(t)| \leq C_3 |t|^{p^*-1}, \quad \forall t \in \mathbb{R}.
\]

\((g_2)\) There exists \(\gamma \in (p_+, p^*)\) such that

\[
0 < \gamma \cdot G(t) \leq t \cdot g(t), \quad \forall t > 0.
\]
where $G(t) = \int_0^t g(s) \, ds$.

**Theorem 1.** If $(f_1), (g_1)$ and $(g_2)$ hold true, then there exists $\lambda^* > 0$ such that for all $\lambda \in (0, \lambda^*)$, problem $(P_\lambda)$ has a nontrivial solution.

It is clear that for every $t \geq 0$, we get

$$-\frac{C_3}{p^*} t^{p^*} \leq G(t) \leq \frac{C_3}{p^*} t^{p^*}.$$

In the second result, we are concerned with the special case $g(u) = |u|^{p^*-2}u$, we assume the following conditions on $f$:

\(f_2\) \quad \lim_{t \to 0^+} \frac{f(t)}{t^{p^* - 1}} = 0

\(f_3\) \quad There exists $q \in (p_+, p^*)$ such that

$$\limsup_{t \to +\infty} \frac{f(t)}{t^{q-1}} = l < +\infty.$$

\(f_4\) \quad For all $v \in W^{1,p_0}_0(\Omega) \setminus \{0\}$ the function

\[ a) \quad t \mapsto \lambda \int_\Omega f(tv)tv + t^{p^*} \|v\|^{p^*}_{p^*} \sum_{i=1}^N a_i t^{p_i} \]

is increasing in the interval $(0, +\infty)$, where

$$a_i = \| \frac{\partial v}{\partial x_i} \|^{p_i}_{p_i}$$

and

\[ b) \quad \int_\Omega f(tv)tv \sum_{i=1}^N a_i t^{p_i} \to 0 \iff t \to 0. \]
(f_5) There exist a positive constant \( \theta \in (p_+, q) \) and \( t_0 > 0 \) such that
\[
0 < \theta F(t) \leq f(t)t, \quad \forall t \geq t_0
\]
where
\[
F(t) = \int_0^t f(s) \, ds. \tag{1.1}
\]

**Remark 1.** The function \( f(t) = |u|^{q_1-2}u + |u|^{q_2-2}u \) for \( q_1, q_2 \in (p_+, p^*) \), verifies the hypotheses \((f_2) - (f_5)\).

**Theorem 2.** If \((f_2) - (f_5)\) hold true, then there exists \( \lambda^* > 0 \) such that \((P_{\lambda})\) has at least a nontrivial solution for \( \lambda \geq \lambda^* \).

## 2 Proof of Theorem 1.

The proof of Theorem 1 will be divided into several lemmas. Hereafter, we will work with the space \( W^{1,\overline{p}}_0(\Omega) \) where \( \overline{p} = (p_1, ..., p_N) \) endowed with the following norm
\[
\|u\| = \sum_{i=1}^N \left\| \frac{\partial u}{\partial x_i} \right\|_{p_i}
\]
where \( \| \cdot \| \) denotes the norm of the \( L^t(\Omega) \) space.

Related to \((P_{\lambda})\), we have the functional \( I_{\lambda} : W^{1,\overline{p}}_0(\Omega) \longrightarrow \mathbb{R} \) given by
\[
I_{\lambda}(u) = \sum_{i=1}^N \int_{\Omega} \frac{1}{p_i} \left| \frac{\partial u}{\partial x_i} \right|^{p_i} dx - \lambda \int_{\Omega} F(u_+)dx - \int_{\Omega} G(u_+)dx,
\]
where \( u_+(x) = \max\{u(x), 0\} \) and \( F \) is defined by (1.1).

Once that, we have the following continuous embedding
\[
W^{1,\overline{p}}_0(\Omega) \hookrightarrow L^{p^*}(\Omega),
\]
using the fact that \( \Omega \) is bounded, we get the continuous embedding
\[
W^{1,\overline{p}}_0(\Omega) \hookrightarrow L^s(\Omega), \quad \forall s \in [1, p^*],
\]
which implies that $I_\lambda \in C^1(W_0^{1,\overline{p}}(\Omega), \mathbb{R})$.

**Lemma 1.** There exists $\lambda^* > 0$ and $r, \rho > 0$ such that for all $\lambda \geq \lambda^*$ we have

$$I_\lambda(u) \geq r \quad \text{for} \quad \|u\| = \rho.$$ 

**Proof.** For $\rho > 0$ sufficiently small, we get

$$\left\| \frac{\partial u}{\partial x_i} \right\|_{p_i} \leq 1 \quad \forall i \in \{1, ..., N\}.$$ 

Thus,

$$I_\lambda(u) \geq \frac{1}{p_+} \sum_{i=1}^{N} \left\| \frac{\partial u}{\partial x_i} \right\|_{p_i}^{p_+} - \frac{C_2\lambda}{q} \int_{\Omega} (u_+)^q dx - \frac{C_3}{p^*} \int_{\Omega} (u_+)^{p^*} dx,$$

and by above Sobolev embedding, there exist positive constants, $k_1, k_2, k_3 > 0$ such that

$$I_\lambda(u) \geq k_1\|u\|^{p_+} - k_2\lambda\|u\|^q - k_3\|u\|^{p^*},$$

and this last inequality gives the result.

**Lemma 2.** The functional $I_\lambda$ is bounded from below in $\overline{B}_\rho(0) = \left\{ u \in W_0^{1,\overline{p}}(\Omega); \|u\| \leq \rho \right\}$.

Moreover,

$$I_\infty = \inf_{u \in \overline{B}_\rho(0)} I_\lambda(u) < 0, \quad \forall \lambda \in (0, \lambda^*). \quad (2.2)$$

**Proof.** Using the definition of $I_\lambda$, it is easy to check that $I_\lambda$ is bounded from below in $\overline{B}_\rho(0)$. To prove (2.2), fix a nonnegative function $\varphi \in W_0^{1,\overline{p}}(\Omega) \setminus \{0\}$ and note that for $t > 0$, we have

$$I_\lambda(t\varphi) \leq \sum_{i=1}^{N} \int_{\Omega} \frac{t^{p_i}}{p_i} \left| \frac{\partial \varphi}{\partial x_i} \right|^{p_i} dx - \frac{C_1\lambda t^q}{q} \int_{\Omega} \varphi^q dx + \frac{C_3t^{p^*}}{p^*} \int_{\Omega} \varphi^{p^*} dx.$$
Once that \( q < p_- < p^* \), the last inequality implies that for some \( t_1 > 0 \) sufficiently small

\[
I_\lambda(t_1 \varphi) < 0 \quad \text{and} \quad t_1 \varphi \in \overline{B}_\rho(0)
\]

from where follows the lemma. \( \Box \)

Now, applying the Ekeland’s Variational Principle to the functional \( I_\lambda \) on the metric space \( \left( \overline{B}_\rho(0), d \right) \) endowed with the metric \( d \) given by

\[
d(u, v) = \|u - v\|
\]

there exists \((u_n)_n \subset \overline{B}_\rho(0)\) such that

\[
I_\lambda(u_n) \longrightarrow I_\infty = \inf_{u \in \overline{B}_\rho} I_\lambda(u) \tag{2.3}
\]

and

\[
I_\lambda(v) - I_\lambda(u_n) \geq -\frac{1}{n} \|v - u_n\| \quad \forall v \neq u_n. \tag{2.4}
\]

Since \( I_\lambda \) is differentiable, it follows from (2.4) that

\[
I'_\lambda(u_n) \longrightarrow 0. \tag{2.5}
\]

From (2.4) and (2.5), we get

\[
I_\lambda(u_n) \longrightarrow I_\infty \quad \text{and} \quad I'_\lambda(u_n) \longrightarrow 0 \tag{2.6}
\]

from where we can conclude that \((u_n)_n\) is a bounded \((PS)_{I_\infty}\) sequence to \( I_\lambda \).

Passing, if necessary, to a subsequence still denoted by \((u_n)_n\), we may assume that \((u_n)_n\) has a weak limit \( u_\lambda \in W^{1, p}_0(\Omega) \). Moreover, from the definition of the functional \( I_\lambda \), we can assume that \((u_n)_n\) is a sequence of nonnegative functions.

**Lemma 3.** The weak limit \( u_\lambda \) of \((u_n)_n\) is a nonnegative solution to \((P_\lambda)\) for \( \lambda \in (0, \lambda^*) \).
Proof.
In what follows, we will show:

\[ I'_\lambda(u_\lambda) = 0 \quad \text{and} \quad u_\lambda \neq 0, \quad \forall \lambda \in (0, \lambda^*), \]

which imply that Lemma 3 holds true.
Firstly note that

\[ I_\lambda(u_n) - \frac{1}{\gamma} I'_\lambda(u_n) u_n = I_\infty + o_n(1), \]

thus, since \( u \gamma f(u) \geq 0 \), for every \( u \geq 0 \), we get

\[ \sum_{i=1}^{N} \left( \frac{1}{p_i} - \frac{1}{\gamma} \right) \| \frac{\partial u_n \|_{p_i}}{\partial x_i} \|_{p_i} dx - \frac{C_2 \lambda}{q} \| u_n \|_q^q + \frac{1}{\gamma} \int_{\Omega} (u_n g(u_n) - \gamma G(u_n)) \ dx \leq I_\infty + o_n(1). \]

Since \( \gamma > p^+ \) and applying \((g_2)\), it follows that

\[ - \frac{C_2 \lambda}{q} \| u_n \|_q^q \leq I_\infty + o_n(1). \]

Combining the compact embedding \( W^{1,p}_0(\Omega) \hookrightarrow L^q(\Omega) \) and the inequality \((2.7)\), we obtain

\[ - \frac{C_2 \lambda}{q} \| u_\lambda \|_q^q \leq I_\infty < 0 \]

and consequently \( u_\lambda \neq 0 \).
To conclude that \( u \) is a solution to \((P_\lambda)\), we use a result due to El Hamidi & Rakotoson [1] which implies

\[ \nabla u_n(x) \longrightarrow \nabla u_\lambda(x) \quad \text{a.e. in} \quad \Omega. \]

Using the above limit, it is easy to show that \( u_\lambda \) is a nontrivial solution to \((P_\lambda)\).

Proof of Theorem 1. The theorem follows directly from Lemmas 1, 2 and 3.
3 Proof of Theorem 2

Recall that in this section, we study the special case
\[ g(u) = |u|^{p^*-2}u. \]

We will use the Mountain Pass Theorem due to Ambrosetti & Rabinowitz without the Palais Smale condition [13]. The proof of Theorem 2 will be also divided into several lemmas.

Lemma 4. The function \( I_{\lambda} \) satisfies the geometric conditions of the Mountain Pass Theorem for all \( \lambda > 0 \), that is,
\begin{itemize}
  \item[a)] There exist \( r, \rho > 0 \) such that
  \[ I_{\lambda}(u) \geq r \quad \text{for} \quad \|u\| = \rho \]
  \item[b)] There exists \( e_{\lambda} \in W^{1,p}_0(\Omega) \) with \( \|e_{\lambda}\| \geq \rho \) such that
  \[ I_{\lambda}(e_{\lambda}) < 0. \]
\end{itemize}

Proof. Using \((f_2)\), \((f_3)\) and repeating the same type of arguments explored in the proof of Lemma 1, we can conclude that a) holds true.

To prove b), fix a nonnegative function \( \varphi \in W^{1,p}_0(\Omega) \setminus \{0\} \) and note that
\[ I_{\lambda}(t\varphi) \leq \sum_{i=1}^{N} \int_{\Omega} \frac{t^{p_i}}{p_i} \left| \frac{\partial \varphi}{\partial x_i} \right|^{p_i} \ dx - \frac{t^{p^*}}{p^*} \int_{\Omega} \varphi^{p^*} \ dx. \]

For \( t \) sufficiently large, we have
\[ I_{\lambda}(t\varphi) < 0. \]

From the above considerations, there exists \( t_{\lambda} > 0 \) such that
\[ I_{\lambda}(t_{\lambda}\varphi) = \max_{t \geq 0} I_{\lambda}(t\varphi). \]
Considering $v_\lambda = t_\lambda \varphi$, we have the following equality

\begin{align*}
\text{i)} \quad I_\lambda(v_\lambda) &= \max_{t \geq 0} I_\lambda(tv_\lambda) \quad \text{and} \quad \text{ii)} \quad I_\lambda(v_\lambda) \longrightarrow 0 \quad \text{as} \quad \lambda \longrightarrow +\infty. \quad (3.8)
\end{align*}

**Proof of (3.8):**

The function $I_\lambda(tv_\lambda)$ has a maximum value at some point $t_0 > 0$. Since $v_\lambda \neq 0$, we have

\[
\frac{\lambda \int_\Omega f(t_0 v_\lambda) t_0 v_\lambda dx + t_0^{p^*} \|v_\lambda\|_{p^*}^{p^*}}{\sum_{i=1}^{N} a_i t_0^{p_i}} = 1,
\]

where

\[
a_i = \left\|\frac{\partial v_\lambda}{\partial x_i}\right\|_{p_i}^{p_i}.\]

On the other hand, from definition of $v_\lambda$

\[
\frac{\lambda \int_\Omega f(v_\lambda) v_\lambda dx + \|v_\lambda\|_{p^*}^{p^*}}{\sum_{i=1}^{N} a_i} = 1,
\]

thus from ($f_4 - a$), it follows that $t_0 = 1$, then (3.8-i) is showed. To prove (3.8-ii), note that

\[
\frac{\int_\Omega f(t_\lambda \varphi) dx}{\sum_{i=1}^{N} b_i t_\lambda^{p_i}} \leq \frac{1}{\lambda},
\]

where

\[
b_i = \left\|\frac{\partial \varphi}{\partial x_i}\right\|_{p_i}^{p_i}.\]

Thus,

\[
\frac{\int_\Omega f(t_\lambda \varphi) dx}{\sum_{i=1}^{N} b_i t_\lambda^{p_i}} \longrightarrow 0 \quad \text{as} \quad \lambda \longrightarrow +\infty
\]
and by \((f_4 - b)\),
\[ t_\lambda \longrightarrow 0 \quad \text{as} \quad \lambda \longrightarrow +\infty. \]

Recalling that
\[ 0 \leq I_\lambda(v_\lambda) \leq \sum_{i=1}^N \int_\Omega \frac{t^{p_i}_\lambda}{p_i} \left| \frac{\partial \varphi}{\partial x_i} \right|^{p_i} \, dx - \frac{t^{p^*_\lambda}}{p^*} \int_\Omega \varphi^{p^*} \, dx \]
it follows that
\[ I_\lambda(v_\lambda) \longrightarrow 0 \quad \text{as} \quad \lambda \longrightarrow +\infty. \]

Hereafter, we fix \(t^{*}_\lambda > 0\) sufficiently large and \(e_\lambda = t^{*}_\lambda v_\lambda\) such that
\[ \|e_\lambda\| \geq r \quad \text{and} \quad I_\lambda(e_\lambda) < 0. \]

\[ \square \]

**Lemma 5.** If \(c_\lambda\) is the minimax value of the Mountain Pass Theorem applied to the functional \(I_\lambda\), we have that
\[ c_\lambda \longrightarrow 0 \quad \text{as} \quad \lambda \longrightarrow +\infty. \]

**Proof.**

The minimax value \(c_\lambda\) is given by
\[ c_\lambda = \inf_{\alpha \in \Gamma} \max_{t \in [0,1]} I_\lambda(\alpha(t)), \]
where
\[ \Gamma = \left\{ \alpha \in C(W^{1,\bar{p}}(\Omega), \mathbb{R}); \, \alpha(0) = 0 \quad \text{and} \quad \alpha(1) = e_\lambda \right\}. \]

Considering \(\alpha(t) = te_\lambda\), we have that \(\alpha \in \Gamma\) and
\[ \max_{t \in [0,1]} I_\lambda(\alpha(t)) = \max_{t \geq 0} I_\lambda(tv_\lambda) = I_\lambda(v_\lambda). \]
then,
\[ 0 \leq c_\lambda \leq I_\lambda(v_\lambda), \]
from where follows
\[ c_\lambda \rightarrow 0 \quad \text{as} \quad \lambda \rightarrow +\infty. \]

Hereafter, we will denote by \( S > 0 \) the following positive constant
\[ S = \inf_{u \in D^{1,p}(\mathbb{R}^N), \|u\|_{p^*} = 1} \left\{ \sum_{i=1}^N \frac{1}{p_i} \left\| \frac{\partial u}{\partial x_i} \right\|_{p_i}^{p_i} \right\}. \quad \text{(see [3])} \]

The next result is an immediate consequence of the last lemma.

**Lemma 6.** There exists \( \lambda^* > 0 \) such that
\[ 0 < c_\lambda < \left( \frac{1}{p_+} - \frac{1}{p^*} \right) \min \left\{ S^{p^*-p^*}, S^{p^*-p_+} \right\}, \quad \forall \lambda \geq \lambda^*. \]

Related to the Mountain Pass level \( c_\lambda \), there exists \( (u_n)_n \subset W_0^{1,p}(\Omega) \) satisfying
\[ I_\lambda(u_n) \rightarrow c_\lambda \quad \text{and} \quad I'_\lambda(u_n) \rightarrow 0. \]

Using \((f_5)\) and standard arguments, we have that \((u_n)_n\) is bounded in \( W_0^{1,p}(\Omega) \), hence we can assume that there exists \( u \in W_0^{1,p}(\Omega) \) such that
\[ u_n \rightharpoonup u \quad \text{in} \quad W_0^{1,p}(\Omega). \]

**Lemma 7** The weak limit \( u \) is a nontrivial solution of \((P_\lambda)\).

**Proof.** In the next, we will show that
\[ u \neq 0 \quad \text{and} \quad I'_\lambda(u) = 0. \]
The equality $I'_{\lambda}(u) = 0$ follows of the fact that, for some subsequence, still denoted by $(u_n)_n$, we have

$$\nabla u_n(x) \longrightarrow \nabla u(x) \quad \text{a.e. in } \Omega. \quad (\text{see \ [3])}$$

Thus, we will prove only that $u \neq 0$. Assume by contradiction that $u = 0$ and that for some subsequence

$$\|u_n\|_{p^*} \longrightarrow L. \quad (3.9)$$

Using the fact that $I'_{\lambda}(u_n)u_n \longrightarrow 0$, it follows

$$\sum_{i=1}^{N} \left\| \frac{\partial u_n}{\partial x_i} \right\|_{p_i}^p \longrightarrow L. \quad (3.10)$$

Since $I_{\lambda}(u_n) \longrightarrow c_{\lambda}$, it follows from (3.9)-(3.10):

$$c_{\lambda} \geq \left( \frac{1}{p_+} - \frac{1}{p^*} \right) L. \quad (3.11)$$

On the other hand, since $p_i > 1$ for $i = 1, \ldots, N$, by [3],

$$S\|u_n\|_{p^*}^p \leq \sum_{i=1}^{N} \left\| \frac{\partial u}{\partial x_i} \right\|_{p_i}^p \quad \text{if } \|u_n\|_{p^*} \leq 1 \quad (3.12)$$

or

$$S\|u_n\|_{p^*}^p \leq \sum_{i=1}^{N} \left\| \frac{\partial u}{\partial x_i} \right\|_{p_i}^p \quad \text{if } \|u_n\|_{p^*} \geq 1. \quad (3.13)$$

From (3.9)-(3.10) and (3.12)-(3.13), if $L > 0$ it follows that

$$L \geq \min \left\{ S\|p^*_{p^* - p_+}^p, S\|p^*_{p^* - p_-}^p \right\}, \quad (3.14)$$

thus from (3.11) and (3.14),

$$c_{\lambda} \geq \left( \frac{1}{p_+} - \frac{1}{p^*} \right) \min \left\{ S\|p^*_{p^* - p_+}^p, S\|p^*_{p^* - p_-}^p \right\}$$
obtaining this way a contradiction with Lemma 6. Thus, $L = 0$ and

$$u_n \longrightarrow 0 \quad \text{in} \quad W_0^{1,\overline{p}}(\Omega).$$

The last limit implies that $c_\lambda = 0$ which is an absurd, because $c_\lambda > 0$. Consequently $u \neq 0$, and the proof is finished.

**Proof of Theorem 2.** The theorem follows directly from Lemmas 4, 5, 6 and 7.

**Remark 2.** The arguments explored in this work can be used to prove that problem

$$(P) \begin{cases} - \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( |\frac{\partial u}{\partial x_i}|^{p_i-2} \frac{\partial u}{\partial x_i} \right) = f(u), & \Omega \\
 u \geq 0, & \Omega \\
 u = 0, & \partial \Omega \end{cases}$$

has a nonnegative solution, assuming that $(f_2) - (f_5)$. Note that, this class of problem includes the class considered by Fragala, Gazzola and Kawohl [4].

## 4 Regularity of weak Solutions

In this section, we show that every weak solution $u \in W_0^{1,\overline{p}}(\Omega)$ of the following problem

$$(Q_\lambda) \begin{cases} - \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( |\frac{\partial u}{\partial x_i}|^{p_i-2} \frac{\partial u}{\partial x_i} \right) = h(x,u), & \Omega \\
 u \geq 0, & \Omega \\
u = 0, & \partial \Omega \end{cases}$$

is a strong solution, that is, $u \in L^\infty(\Omega)$, under some hypothesis on the function $h$. 
Lemma 4.1 Suppose $h$ satisfies the following growth condition:

\((h_1)\) There exist $c_1, c_2 \geq 0$ and $q \in (1, p^*)$ such that

$$|h(x, u)| \leq c_1 u^{q-1} + c_2 u^{p^*-1}, \quad \forall u \geq 0.$$ 

Then every weak solution $u \in W^{1, p^*}_0(\Omega)$ of $(Q_\lambda)$ belongs to $L^r(\Omega)$ for all $1 \leq r < +\infty$.

Notice that under the hypothesis $(h_1)$, Problem $(Q_\lambda)$ includes the problem $(P_\lambda)$.

Proof. In the next, we will use similar arguments developed by Fragala, Gazzola & Kawohl [4].

Let $u$ be a weak solution to $(Q_\lambda)$. The assertion that $u$ belongs to $L^r(\Omega)$ for all $1 \leq r < +\infty$ may be equivalently reformulated as

$$u \in L^{(a+1)p^*}(\Omega) \quad \text{for all } a > 0.$$ 

(4.15)

To prove (4.15) it is enough to show that $u^{a+1} \in W^{1, p^*}_0(\Omega)$, which is in turn equivalent to

$$\lim_{L \to +\infty} \frac{1}{N} \sum_{i=1}^{N} \left( \int_{\Omega} |\partial_i (u \min[u^a, L])|^{p_i} \right)^{\frac{1}{p_i}} < +\infty.$$ 

(4.16)

For each $L$ there exists an index $j$ such that

$$\sum_{i=1}^{N} \left( \int_{\Omega} |\partial_i (u \min[u^a, L])|^{p_i} \right)^{\frac{1}{p_i}} \leq C \left( \int_{\Omega} |\partial_j (u \min[u^a, L])|^{p_j} \right)^{\frac{1}{p_j}}$$ 

(4.17)

where $C$ is a positive constant independent of $L$.

Fix such an index $j$, and, for every $L > 0$, set $\phi_L = u \min[u^{ap_j}, L^{p_j}] \in W^{1, p^*}_0(\Omega)$. Note that for every $1 \leq i \leq N$ and for almost every $x \in \Omega$,

$$|\partial_i u|^{p_i-2} \partial_i u \partial_i \phi_L \geq \min[u^{ap_j}, L^{p_j}] |\partial_i u|^{p_i}$$

and

$$|\partial_i (u \min[u^a, L])|^{p_i} \leq (a + 1)^{p_i} \min[u^{ap_i}, L^{p_i}] |\partial_i u|^{p_i}.$$ 

(4.18)
Since $u$ is a weak solution of $(P_\lambda)$, we have
\[
\sum_{i=1}^{N} \int_{\Omega} \min[u^{ap_j}, L^{pj}] |\partial_i u|^{p_i} \leq \sum_{i=1}^{N} \int_{\Omega} |\partial_i u|^{p_i - 2} \partial_i u \partial_i \phi_L = \int_{\Omega} h(x, u) \phi_L
\]
Using $(h_1)$, for $L \geq k^a \geq 1$, it follows that
\[
|h(x, u)| \phi_L \leq \tilde{C}_k, \quad \text{if } u < k
\]
hence
\[
\int_{\Omega \cap [u < k]} h(x, u) \phi_L \leq \tilde{C}_k |\Omega| = C_k. \quad (4.19)
\]
On the other hand,
\[
|h(x, u)| \phi_L \leq C u^{p^*} \min[u^{ap_j}, L^{pj}] \quad \text{if } u \geq k
\]
thus,
\[
\int_{\Omega \cap [u \geq k]} h(x, u) \phi_L \leq C \int_{\Omega \cap [u \geq k]} u^{p^*} \min[u^{ap_j}, L^{pj}]. \quad (4.20)
\]
From (4.19)-(4.20),
\[
\int_{\Omega} h(x, u) \phi_L \leq C_k + C \int_{\Omega \cap [u \geq k]} u^{p^*} \min[u^{ap_j}, L^{pj}],
\]
and so,
\[
\sum_{i=1}^{N} \int_{\Omega} \min[u^{ap_j}, L^{pj}] |\partial_i u|^{p_i} \leq C_k + C \int_{\Omega \cap [u \geq k]} u^{p^*} \min[u^{ap_j}, L^{pj}].
\]
Repeating the same arguments explored in Fragala, Gazzola & Kawohl [4], there exists $\epsilon_k \to 0$, such that
\[
\sum_{i=1}^{N} \int_{\Omega} \min[u^{ap_j}, L^{pj}] |\partial_i u|^{p_i} \leq C_k + \epsilon_k \left[ \sum_{i=1}^{N} \left( \int_{\Omega} |\partial_i (u \min[u^a, L])|^{p_i} \right)^{\frac{1}{p_i}} \right]^{p_i}
\]
which implies
\[
\int_{\Omega} \min[u^{ap_j}, L^{pj}] |\partial_i u|^{p_j} \leq C_k + \epsilon_k \left[ \sum_{i=1}^{N} \left( \int_{\Omega} |\partial_i (u \min[u^a, L])|^{p_i} \right)^{\frac{1}{p_i}} \right]^{p_i}. \quad (4.21)
\]
From (4.18) and (4.21),
\[ \int_{\Omega} |\partial_j(u \min[u^a, L])|^{p_j} \leq C_k + \epsilon_k \left[ \sum_{i=1}^{N} \left( \int_{\Omega} |\partial_i(u \min[u^a, L])|^{p_i} \right)^{\frac{1}{p_i}} \right]^{p_i} \]
and by (4.17),
\[ \int_{\Omega} |\partial_j(u \min[u^a, L])|^{p_j} \leq C_k + \epsilon_k \int_{\Omega} |\partial_j(u \min[u^a, L])|^{p_j}. \]
Choosing \( k \) sufficiently large, that is \( \epsilon_k \) sufficiently small, the last inequality ensures that the integral \( \int_{\Omega} |\partial_j(u \min[u^a, L])|^{p_j} \) is bounded for \( L \) large enough, from where follows (4.16). Hence, we conclude that every weak solution \( u \in W^{1,\overline{p}}(\Omega) \) of \((Q_\lambda)\) belongs to \( L^r(\Omega) \) for all \( r \geq 1 \).

**Proposition 4.1** Under the assumption \((h_1)\), every solution \( u \in W^{1,\overline{p}}(\Omega) \) of \((Q_\lambda)\) belongs to \( L^\infty(\Omega) \).

**Proof.** For \( u \geq 0 \) solution of \((Q_\lambda)\), we set \( A_{\tau} = \{ x \in \Omega, u(x) \geq \tau \} \) and \( |A_{\tau}| \) its Lebesgue measure. Recall that the Cavalieri principle, based on the Fubini theorem, gives:
\[ \int_{k}^{+\infty} |A_{\tau}| d\tau = \int_{\Omega} (u - k)_+ dx \quad \forall k \geq 0. \]
Since \( p^* > p^+ \), one can choose \( \ell > p^* \) so that
\[ \beta := -\frac{1}{p^*} + \left( 1 - \frac{p^*}{\ell} \right) \left( 1 - \frac{1}{p^*} \right) \frac{1}{p^+ - 1} > 0, \]
Let \( \varphi_k = (u - k)_+ \), for \( k > 0 \) fixed. Choosing this function as a test function, combining the Cavalieri principle and the Hölder inequality, one gets
\[ \sum_{i=1}^{N} \left\| \frac{\partial \varphi_k}{\partial x_i} \right\|^{p_i} = \int_{\Omega} h(x, u) \varphi_k dx \]
\[ \leq c_1 \int_{\Omega} u^{\theta - 1} \varphi_k dx + c_2 \int_{\Omega} u^{p^* - 1} \varphi_k dx \]
\[ \leq c \left( \int_{[u \leq 1]} \varphi_k dx + \int_{[u \geq 1]} |u|^{p^* - 1} \varphi_k dx \right) \]
\[ \leq c \left( |A_k|^{1 - \frac{1}{p^*}} + |A_k|^{(1 - \frac{p^*}{\ell})(1 - \frac{1}{p^*})} \right) \varphi_k \|_{p^*} \quad (4.22) \]
Since \( \lim_{k \to +\infty} \| \varphi_k \|_{p^*} = 0 \), then for \( k \geq k_0 > 0 \), \( \| \varphi_k \|_{p^*} \leq 1 \).

Thus relations (3.12) and (4.22) imply

\[
S \| \varphi_k \|^p_{p^*} \leq \sum_{i=1}^{N} \left\| \frac{\partial \varphi_k}{\partial x_i} \right\|_{p_i}^{p_i}
\leq c \left( |A_k|^{1-\frac{1}{p^*}} + |A_k|^{(1-\frac{p^*}{p})(1-\frac{1}{p^*})} \right) \| \varphi_k \|_{p^*}
\]  

(4.23)

Thus, for \( k \geq k_0 \):

\[
\| \varphi_k \|_{p^*} \leq c \left( |A_k|^{1-\frac{1}{p^*}} + |A_k|^{(1-\frac{p^*}{p})(1-\frac{1}{p^*})} \right)^{\frac{1}{p^*+1}}
\leq c \left( |A_k|^{(1-\frac{1}{p^*})\left(\frac{1}{p^*+1}\right)} + |A_k|^{(1-\frac{p^*}{p})(1-\frac{1}{p^*})\left(\frac{1}{p^*+1}\right)} \right)
\]  

(4.24)

By Cavalieri’s principle, Hölder’s inequality and relation(4.25), one has, for all \( k \geq k_0 \):

\[
\int_{k}^{+\infty} |A_\tau| \, d\tau = \int_\Omega (u - k)_+ \, dx
\leq |A_k|^{1-\frac{1}{p^*}} \| \varphi_k \|_{p^*}
\leq c \left( |A_k|^{1+\frac{1}{p^*}} \frac{p^*}{p^*+1} + |A_k|^{1+\beta} \right).
\]  

(4.26)

Since

\[
\gamma := \frac{1}{p^*} \frac{p^* - 1}{p^* - 1} \geq \beta,
\]

then,

\[
\int_{k}^{+\infty} |A_\tau| \, d\tau \leq c + |A_k|^{1+\gamma}.
\]

This last relation is a Gronwall type inequality, which shows that there is \( d_\lambda > 0 \) such that:

\[
\| u \|_{\infty} \leq d_\lambda.
\]
5 On sub and super-solutions

In this section, we will adapt some classical tools concerning sub and super-solutions for a class of problems involving the anisotropic operator considered above. In the case of the standard Laplacian operator, we can refer to [9].

Consider the anisotropic problem

\[
\begin{cases}
- \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \left| \frac{\partial u}{\partial x_i} \right|^{p_i-2} \frac{\partial u}{\partial x_i} \right) = h(x,u) & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
\]  

(5.29)

where \( \Omega \) is a bounded domain with smooth boundary, and \( h : \Omega \times \mathbb{R} \rightarrow \mathbb{R} \) is a Carathéodory satisfying the property that for each \( A > 0 \) fixed, there exists \( C_1 > 0 \) such that

\((h_2)\) \hspace{1cm} |h(x,t)| \leq C_1 \hspace{0.5cm} \forall (x,t) \in \Omega \times [-A,A]

We recall here that \( W^{1,\vec{p}}(\Omega) \) is not than the completion of \( \mathcal{D}(\overline{\Omega}) \) with respect to the norm

\[ ||u|| := ||u||_{1,\vec{p}} + ||u||_{p^+}. \]

**Definition 5.1** A function \( u \in W^{1,\vec{p}}(\Omega) \) is a (weak) sub-solution to (5.29) if \( u \leq 0 \) on \( \partial \Omega \) and for all \( \varphi \in \mathcal{D}(\Omega) \) with \( \varphi(x) \geq 0 \hspace{0.5cm} \forall x \in \Omega \), we have that

\[
\sum_{i=1}^{N} \int_{\Omega} \left| \frac{\partial u}{\partial x_i} \right|^{p_i-2} \frac{\partial u}{\partial x_i} \frac{\partial \varphi}{\partial x_i} dx - \int_{\Omega} h(x,u) \varphi dx \leq 0.
\]

Similarly, \( u \in W^{1,\vec{p}}(\Omega) \) is a (weak) super-solution to (5.29) if in the above the reverse inequalities hold.

**Theorem 5.1** Suppose \((h_2)\) holds, \( u \in W^{1,\vec{p}}(\Omega) \) is a sub-solution while \( \overline{u} \in W^{1,\vec{p}}(\Omega) \) is a super-solution to problem (5.29) and assume that with constants \( c, \tau \in \mathbb{R} \) there holds \( c \leq u \leq \overline{u} \leq \tau \) almost everywhere in \( \Omega \). Then, there exists a weak solution \( u \in W^{1,\vec{p}}_{0}(\Omega) \) of (5.29), satisfying the condition \( u \leq u \leq \overline{u} \) almost everywhere in \( \Omega \).
Proof. Hereafter, $H(x,u) = \int_0^u h(x,s) \, ds$ denotes the primitive of $h$ and $J : W^{1,p}_0(\Omega) \rightarrow \mathbb{R}$ the Euler-Lagrange functional associated to (5.29) given by

$$J(u) := \sum_{i=1}^N \int_\Omega \frac{1}{p_i} \left| \frac{\partial u}{\partial x_i} \right|^{p_i} \, dx - \int_\Omega H(x,u) \, dx.$$  

We introduce the closed and convex subset $\mathcal{M}$ of $W^{1,p}_0(\Omega)$ defined by

$$\mathcal{M} = \{ u \in W^{1,p}_0(\Omega) : \, u \leq \bar{u} \text{ a.e. in } \Omega \}. $$

Since $u, \bar{u} \in L^\infty(\Omega)$ by assumption, also $\mathcal{M} \subset L^\infty(\Omega)$ and consequently there exists $c > 0$ such that $|H(x,u(x))| \leq c$ for all $u \in \mathcal{M}$ and almost all $x \in \Omega$. Then,

$$J(u) \geq \sum_{i=1}^N \int_\Omega \frac{1}{p_i} \left| \frac{\partial u}{\partial x_i} \right|^{p_i} \, dx - c \, \text{meas}(\Omega)$$

on $\mathcal{M}$, which implies that $J$ is coercive on $\mathcal{M}$. We claim that the functional $J$ is weakly lower semi-continuous on $\mathcal{M}$. Indeed, let $u_n \rightharpoonup u$ in $W^{1,p}_0(\Omega)$, where $u_n, u \in \mathcal{M}$. Up to a subsequence, we may consider that $u_n \rightarrow u$ pointwise almost everywhere; moreover, $|H(x,u_n(x))| \leq c$ uniformly. Hence, the dominated convergence theorem of Lebesgue implies that

$$\int_\Omega H(x,u_n) \, dx \rightarrow \int_\Omega H(x,u) \, dx, \quad \text{as } n \text{ tends to } +\infty,$$

this ends the claim, since the functional

$$u \in W^{1,p}_0(\Omega) \mapsto \sum_{i=1}^N \int_\Omega \frac{1}{p_i} \left| \frac{\partial u}{\partial x_i} \right|^{p_i} \, dx$$

is clearly weakly lower semi-continuous on the all space. Once that, $W^{1,p}_0(\Omega)$ is a reflexive Banach space, there is $u \in \mathcal{M}$ such that $J(u) = \inf_{v \in \mathcal{M}} J(v)$. We claim that $u$ is a solves weakly (5.29), that is $J'(u) = 0$. Indeed, for every $\varphi \in \mathcal{D}(\Omega)$ and $\varepsilon > 0$ let the function $v_\varepsilon \in \mathcal{M}$ defined on $\Omega$ by:

$$v_\varepsilon(x) = \begin{cases} \bar{u}(x) & \text{if } u(x) + \varepsilon \varphi(x) \geq \bar{u}(x), \\ u(x) + \varepsilon \varphi(x) & \text{if } u(x) \leq u(x) + \varepsilon \varphi(x) \leq \bar{u}(x), \\ \bar{u}(x) & \text{if } u(x) + \varepsilon \varphi(x) \leq u(x). \end{cases}$$
The function $v_\varepsilon$ can be characterized by $v_\varepsilon = (u + \varepsilon \varphi) - (\overline{\varphi}_\varepsilon - \overline{\varphi}_\varepsilon)$, where $\overline{\varphi}_\varepsilon = \max\{0, u + \varepsilon \varphi - \overline{u}\} \geq 0$ et $\overline{\varphi}_\varepsilon = -\min\{0, u + \varepsilon \varphi - u\} \geq 0$. Note that $\varphi_\varepsilon$, $\overline{\varphi}_\varepsilon \in W_0^{1, p}(\Omega) \cap L^\infty(\Omega)$. Since $u$ minimizes $J$ on $\mathcal{M}$ and $J$ is differentiable, then

$$0 \leq J'(u)(v_\varepsilon - u) = \varepsilon J'(u)(\varphi) + J'(u)(\overline{\varphi}_\varepsilon) - J'(u)(\overline{\varphi}_\varepsilon),$$

so that

$$J'(u)(\varphi) \geq \frac{1}{\varepsilon} \left( J'(u)(\overline{\varphi}_\varepsilon) - J'(u)(\overline{\varphi}_\varepsilon) \right). \tag{5.30}$$

Now, since $\overline{u}$ is a supersolution to (5.29), we get

$$J'(u)(\overline{\varphi}_\varepsilon) = J'(\overline{u})(\overline{\varphi}_\varepsilon) + [J'(u) - J'(\overline{u})](\overline{\varphi}_\varepsilon) \geq [J'(u) - J'(\overline{u})](\overline{\varphi}_\varepsilon)$$

$$= \sum_{i=1}^N \int_{\Omega_\varepsilon} \left( \frac{p_i - 2}{p_i} \frac{\partial u}{\partial x_i} - \frac{\partial \overline{u}}{\partial x_i} \right) \frac{\partial \varphi}{\partial x_i} (u - \overline{u} + \varepsilon \varphi) \, dx - \varepsilon \sum_{i=1}^N \int_{\Omega_\varepsilon} \left( |\frac{\partial u}{\partial x_i}|^{p_i - 2} \frac{\partial u}{\partial x_i} - |\frac{\partial \overline{u}}{\partial x_i}|^{p_i - 2} \frac{\partial \overline{u}}{\partial x_i} \right) \frac{\partial \varphi}{\partial x_i} \, dx$$

$$\geq \varepsilon \sum_{i=1}^N \int_{\Omega_\varepsilon} \left( |\frac{\partial u}{\partial x_i}|^{p_i - 2} \frac{\partial u}{\partial x_i} - |\frac{\partial \overline{u}}{\partial x_i}|^{p_i - 2} \frac{\partial \overline{u}}{\partial x_i} \right) \frac{\partial \varphi}{\partial x_i} \, dx - \varepsilon \sum_{i=1}^N \int_{\Omega_\varepsilon} \left| h(x, u) - h(x, \overline{u}) \right| \left| \varphi \right| \, dx$$

where $\Omega_\varepsilon = \{ x \in \Omega : u(x) + \varepsilon \varphi(x) \geq \overline{u}(x) \}$. Notice that $\text{meas}(\Omega_\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Then

$$J'(u)(\overline{\varphi}_\varepsilon) \geq o(\varepsilon),$$

where $o(\varepsilon)/\varepsilon \rightarrow 0$ as $\varepsilon \rightarrow 0$. Similarly, we conclude that

$$J'(u)(\varphi_\varepsilon) \leq o(\varepsilon),$$

and consequently, with (5.30), we get

$$J'(u)(\varphi) \geq 0$$
for every $\varphi \in \mathcal{D}(\Omega)$. This implies, by reversing the sign of $\varphi$, that $J'(u)(\varphi) = 0$ for every $\varphi \in \mathcal{D}(\Omega)$. We conclude the proof using the density of $\mathcal{D}(\Omega)$ in $W_0^{1,\bar{p}}(\Omega)$. 

An example of application.

Consider the special case $h(x, u) = f(x)(\cos u + 2) - \sum_{i=1}^{l} k_{i}(x)|u|^{\alpha_i-2}u$ where $f, k_i$ belong to $L^\infty(\Omega)$ for $i = \{1, \ldots, l\}$ and satisfy

$$f(x) > 0 \quad \text{and} \quad f(x) - \sum_{i=1}^{l} k_{i}(x) < 0 \quad \forall x \in \Omega.$$ 

Note that the functions $u = 0$ and $\bar{u} = 1$ are sub-solution and super-solution for this case. Using Theorem 5.1 and the above function $h$, it follows that (5.29) has a solution $u \in W_0^{1,\bar{p}}(\Omega)$.
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